
Can Large Vision-Language Models Correct Semantic 
Grounding Errors By Themselves?

Can LLMs Self-Correct w/o fine-tuning?

Prior works say, 
“In the context of reasoning, our research indicates that 
LLMs struggle to (instrinsically) self- correct their 
responses without external feedback, and at times, their 
performance even degrades after self-correction.”, Huang 
et al., ICLR 2024 
“There is still no consensus on the question of when 
LLMs can correct their own mistakes, as recent studies 
also report negative results.”, Kamoi et al., EMNLP 2024

Yes*, *come to our poster!
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Our Key Contributions

- Approach: Agentic, Training-free 
- Task: Semantic grounding 
- VLMs: Open-source VLMs, GPT-4V, and GPT-4o

💡 Our Idea: 
- Agentic: Use VLMs themselves as 

verifiers. 
- Simplicity -> Reliable feedback: 

Verification is easier than 
generation 

- Performances: Achieve test-time 
scaling! (see our results 🚀)
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Our Research Questions: Can VLMs 
Self-Correct? If so, under what context?

Self-correction := VLMs receive feedback + VLMs provide feedback

Main Results

User: What is inside the specified region?

It is a modern style dinning table in a living room.

Agent: It is a modern style dinning table in a living room.

Agent: It is a modern style armchair.

System: A verifier disagrees with your prediction. 
Review the image again. 

Automated feedback-based verification

System: Does the specified region contain a 
modern style dining table in a living room?
Verifier: No the specified region does not.

System: Does the specified region contain a 
modern style armchair?
Verifier: Yes.

Task: Semantic grounding
VLMs receive feedback

Experimental setup 
- COCO-inst-seg, ADE-inst-seg 
- Baseline: intrinsic self-correction

Interested in System-2 thinking in VLMs?  
Check our related papers: 
1. 📏 EMNLP’24: Enhancing quantitative  

spatial reasoning with no extra training.  
training-free, spatial-reasoning 

2. 💭 arXiv’25: Synthesizing System-2 reasoning 
traces for System-1 Perception 
synthetic-data-generation, cognitive-behaviors
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What (noiseless) feedback? Even binary one improves 
+10%

How to provide binary feedback? All better than 
intrinsic SC. Best prompts depends on VLM.

VLMs provide (binary) feedback

How to give feedback? Visual markers ⭕ works 
the best

Key results 
- Test-time scaling: 

Trade performances with #tokens 
- Better VLMs, better gains: 

Gains of GPT-4o > Gains of GPT-4V

Intrinsic SC Agentic — Ours

Perf.

Compute

Intrinsic SC prompt 
User: {{ Question }} 
VLM: {{ Prediction }} 
User: Please carefully review 
your answer and refine your 
answer if necessary.


